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AI Studio Project Overview



“Machine learning challenge to maximize 
American Express’ revenue by targeting 

the highest ROI customers in campaign 
duration

Problem Statement



Our Goal

1. Efficient use of GitHub (structured development engineering practices), CI/CD 
2. Efficient use of SciKit/libraries to learn and understand model building
3. Cover all phases of model building exercise
4. Learn to think outside the box collaboratively to come up with alternative solutions

Business Impact

● Determine the profile of customers who are predicted to be high ROI
● Maximize investment of ad campaign funds more effectively



Our Approach
Milestone Completion Date

1. Team Building: get to know how to collaborate effectively 08/19

2. Business Understanding: build business sense for AI Studio 
project, align project expectations

09/04

3. Data Understanding and Preparation: preprocess raw data 10/09

4. Modeling and Evaluation: choose model candidates, feature 
selection and hyperparameter techniques

11/06

5. Iterate and Prepare Your Presentation: improve selected 
model, prepare final presentation to Challenge Advisor and company

12/04



Resources We Leveraged

● Biweekly meetings with our Challenge Advisors Saurabh and Akram, and our TA, Shruthi
● eCornell Machine Learning Fundamentals Labs and Assignments
● Documentation on scikit learn, pandas

○ Binary classification
○ Random Forest Classifier
○ Gradient Boosting Classifier
○ Logistic Regression
○ XGBoost Model

https://scikit-learn.org/stable/index.html
https://pandas.pydata.org/docs/
https://medium.com/deep-learning-with-keras/which-activation-loss-functions-part-a-e16f5ad6d82a
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://towardsdatascience.com/xgboost-python-example-42777d01001e


Data Preprocessing



Exploratory Data Analysis

Account Data

● Remove NULL/NA values, 
replace with mode of column

● Combine into one dataset
● Replace duplicates with

maximum account date
● Group by account id



Creating the Label

Dependent Dataset

● Combine responses for all 30 days
of June 2018 campaign

● Test models on day 3, 
10, 20, and 29

● Label binary indicator of whether a 
customer arrived on the website



Feature Engineering

Web Records, Purchase Records

● Calculate maximum and minimum 
differences between purchase date 
and web visit date, proximity from 
payment due date

● Count number of times a customer 
visits and purchases within 
30, 60, 90, 120, and 180 days 
before dependent data 
time frame (June 2018)

● Combine dependent data dates 
with feature engineering dataset

● Randomly select 500,000 unique
accounts



Model Selection and Evaluation



Random Forest

● Best Random Forest models:
day 3 and day 29

● Calculate weighted
precision and recall 

Day 3 Day 29

Precision 0.87 0.99

Recall 0.91 0.99



Logistic Regression

● Best logistic regression
models: day 20 and day 29

● Select best five features for 
each model

● Calculate precision and recall 
based on confusion matrix

Day 20 Day 29

Precision 0.816 0.984

Recall 1 1



Gradient Boosting Machine

● Best GBM days: day 3 and 29
● Testing on learning rates 0.05 to 1
● Ranked based on learning rate,

confusion matrix precision and recall
● No difference in learning rate hyperparameter Day 3

Day 29

Day 3 Day 29

Precision 0.86 0.98

Recall 0.91 0.98



XGBoost

● Best XGBoost models: day 3 and 
day 29

● Calculate Mean Squared Error and 
accuracy for each model

● Default parameters from scikit learn

Day 3 Day 29

Precision 0.92 0.98

Recall 0.91 0.98



Model Name Description Pros Cons

Random Forest
Output of multiple decision 
trees to reach a single result

● High accuracy for days 3, 29
● Highest precision and recall 

for day 29

● Low accuracy for day 10
● Computationally inefficient

Logistic 
Regression

Binomial estimation of 
probability of customer arriving 
to website

● High accuracy, precision, and 
recall for days 20, 29

● Easy to implement

● Low accuracy and low 
precision/recall for day 10

Gradient 
Boosting Machine

Using gradients in loss function, 
measure indicating how good 
model fitting data

● Computationally efficient
● High precision, recall, and 

accuracy for day 29

● Lowest accuracy of all the 
models for day 10

● Confusion matrix 
unrepresentative of data

XGBoost
Scalable extreme gradient 
boosting decision tree

● High accuracy, high precision 
and recall, and low MSE for 
days 3, 29

● Low accuracy for day 10
● High MSE for days 10 and 20
● Computationally inefficient

Model Comparison



Insights and Key Findings

● Ranked based on precision and recall
1. Random forest
2. XGBoost
3. GBM
4. Logistic Regression

● Best Model for Each Day
○ Day 3: XGBoost
○ Day 10: Random Forest
○ Day 20: Logistic Regression
○ Day 29: Random Forest

● Ranked based on accuracy
1. Random Forest
2. XGBoost and GBM
3. Logistic Regression

● Our Selected Model
○ Random Forest

■ Highest accuracy for day 10
■ Best evaluation metrics 



What We Learned

● Utilizing GitHub, Geeks for Geeks, Towards Data Science, and Sci-kit Learn Documentation
● Project management: Slack, Trello
● Gradient Boosting and XGBoost Classification
● Hands-on experience with ML pipeline

Potential Next Steps

● Test for multiple days apart from four models
● Classification for days 1, 2, and 30
● Feature engineering dataset inclusive of all 900,000 unique accounts
● Docker image deployment and Medium article
● GitHub command practice



Questions?


